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Summary

This study demonstrates the role of residuals in specific atioa ofmodel for
regression analysis in the presence of outliers. Outlier, present in the groundnut
productivity data in the state ofOrissa reduces the regression coefficient and
also the coefficient of determination. By using Weighted Least Square regres

sion method theregression coefficient and the coefficient of determination can
beimproved without deleting any outlier or information but regression analysis
by OLS or WLS method would be completed after examining thevalidation of
basic assumptions based onresiduals. The itudy onplot ofstudentized residual
against time for time series data has important role in theregression analysis.
Keywords :Residuals, Studentized residua/s. Outliers, Coefficient ofdetermina

tion (R'j, Weighted Least Squareregression (WLS).

Introduction

Most widely used statistical toolfor analysing multifactorial data is the
regression analysis. In regression analysis, generally parameters are esti
matedbyOLS method and statistics like t, F and R' are used to evaluate
the fit of the regression equation, but there is a simple and effective
method i.e. ejamination of residuals, which has much importance in
regression analysis. Residual simply means the algebraic diflference bet
ween the fitted and observed value- The study on corresponding student
ized residuals is also equally important before adopting further analysis.

Main purpose of the paper is to study the residuals andthestudentized
resjduals obtained by OLS and WLS mathods based on the Productivity
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Index data of groundnat crop in the state of Orissa. Keeping in viev the
main objective, the following aspects are studied : '

—To detect the number of outliers in the observed data,

—To test the significance of outliers,

—To estimate the regression coefficients by OLS method in the presence
of outliers (full data set) and in the absence of outliers (reduced data
set),

—To obtain the residuals («t) and the corresponding studentized residuals
(ei.),

—To examine the plot of studentized residuals against the fitted values
(OLS),

—To re-estimate the regression coefiScient by WLS method, using full
data set,

—To obtain the studentized residuals for WLS method and to plot the
same against the fitted values,

—To compare the estimates and the plots obtained by OLS and WLS
methods,

—To detect the presence of heteroscedastic error in above cases,
—Lastly, to find the evidence of autocorrelation from studentized res

iduals.

Secondary data on productivity index number of groundnut crop for
24 years (i.e. from 1960-61 to 1983-84) have been collected from Agri
cultural Index Number, Bureau of Statistics and Economics, Orissa,
Bhubaneswar.

Model

An exponential model like Yn = a has been fitted to the observed
data. It is expressed in terms of logarithms as

log Yn = log « + (log fi)t+ Ut

i.e. log Yit = A + • t + Ut •

YihcTc, log « = A, log ^ = B,

Ut = the random error, assuming normally distributed with
j^ero mean and unit variance,
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a and b — the estimated values of and B respectively by OLS
method,

• a' aird 6' —the estimated~valaeS"of-ii~and-B regpectively by WLS
method, and

log Yit = the fitted values.

ObserratioD

The plot of the groundnut productivity index (Yii) against the inde
pendent variable (() indicates a nonlinear relationship between two vari
ables and presence of two outliers (circled in Fig. 1).
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F;g. 1 : Plot of Y{t vertus t.

By applying Dixon's test it is found that one outlier has significant
eflfect on the data. Then the values of regression coefficient, its standard
error, coefficient of determination, residual sum ofsquares, areestimated
by OLS method for full data set and are presented in Table 1.

Table 1 indicates that regression coefficient obtained by OLS method
for n = 24 is 0.00606 and is significant at five per cent level while the
value of R* indicates the poor relationship betweendependent and inde
pendent variables. The residual sum of squares is found to be 0.1594.
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TABLE 1—SUMMARY OF REGRESSION RESULTS (OLS)
FOR FULL DATA

Items Values

b 0.00606

(2.41)«

SE(b) 0.00251

a 1.91226

(5«.76)*»

SE(a) 0.03369

0.2093

0.1594

n 24
'

t —statistics in the parentheses,
* — significant at five per cent level,

** — significant at one per cent level.
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Fig. 2 ; Plot of e„ versus fitted values by OLS with outliers.

Then studentized residuals are plotted against the fitted values (Fig. 2)
and found two distinct outliers (circled), one is upper outlier (at
t '= 4) with positive sign and the other is lower outlier (at r = 19) with
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negative sign. Again these two outliers are tested against the critical
values for testing outliers as presented in Table 2.

TABLE 2-ESTIMATED AND THEIR CRITICAL VALUES FOR

TESTING OUTLIERS

Outlier ei r,a Critical values

at 5% level

t - 4 0.1126 1.32 0.1468 0 413

t = 19 - 0.2700 -3.17 0.4863** 0.413

** — stgnificance at one per cent level.

It is clear that the residual obtained at r = 19 has significant effect to
the groundnut productivity data. The distribution of studentized residuals
are not within ± 2 indicating the lack of fit of the model by OLS method
for full data set. Moreover distribution indicates the presence of hetero-
cedastic error and evidence of autocorrelation.

An attempt has been made to find out the regression coeflScient and
other statistics in the absence of significant outlier i.e. after deleting the
observation at f = 19 and results obtained are given in Table 3.

TABLE 3-SUMMARY OF REGRESSION RESULTS (OLS) FOR THE
REDUCED DATA SET

Item Va'ues

b 0.00840

(4.40)**

SE {b) 0.00191

a 1.89926

(-77.36)*»

SE{a) 0.02455

p 0.4792

ie] 0.0776

n 23

t — statistics in the parentheses,
"" — significance at one per cent level.



276 JOURNAL OF XHB INDIAN SOCIETY OF AGRICULTBRAL STATISTICS

Table 3 illustrates that after deleting the significant outlier, the relation
between dependent and independent variables has been doubled, whereas
the residual sum of squares has been reduced to half (in comparison
with Table 1). Moreover, the estimated value of b i.e. 0.00840 is highly
significantand indicates that the significant outlier is also responsible for
deflating the regression coeflScient in the full data set.

, The studentized residuals for reduced data set are plotted against the
fitted values (Fig. 3) to study the distribution pattern and it is found that
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Fig. 3 : Plot of et, versus Fitted Values by OLS without Outliers

all the studentized residuals are within the prescribed range, indicating
better fit of the model by OLS method for reduced data set. Moreover,
the distribution indicates the absence of heteroscedastic error but there

is evidence of autocorrelation.

As it is not always advisable to delete the data which may provide
more valuable information to the analysis, so in the presence of significant
outlier, another method i.e. Weighted Least Square (WLS) regression
technique has been applied instead of OLS to obtain the better estimate
of the parameters. In this case, weights applied are inversely proportional
to the variance of errors so as to minimise the weighted error sum of
squares. Let

C, = WijW (relative weights)

where, Wt = IIsj .

W = average of the weighting factors.
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The regreision coefficient and other relevant statistics are rc-estimated
by using Ct weights and results are placed inTable 4.

TABLE 4-SUMMARY OF REGRESSION RESULTS (WLS) FOR
the full data set

Items
Values

b'
0.00609

(16.92)**

SE(b) 0.00036

a'
1.91701

(380.36)**

SE(a)
0.00504

0.9286

2e] 0:00432

n
24

»• —significant at one per cent level.

The estimated value ofregression coefficient obtaineb by WLS. method
using weights as Ct is quite dififerent from that obtained by OLS without
outlier but nearer to that obtained by OLS method in the presence of
outlier. Moreover values of and S indicate the resultant effect of
weights. To examine the fitness of the model by WLS method, the stu-
dentized residuals obtained are plotted against the fitted values (Fig. 4).
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In Fi^. 4, the distinct pattern of distribution of the standardized
residuals indicates the violation in the model specification. Since the
deviations with positive sign are more, it indicates predictions by the
model to be lower than the observed value. Even though the distribution
indicates the absence of heteroscedastic error the cluster residuals indicate

the evidence of autocorrelation. So the fitted equation is not well fitted
to the data under study.

Conclusion

Although, the regression coefficient is highly rignificant and value of
R' is on the high side, the regression analysis would not be completed
until the basic regression assumptions based on residuals are valid. For
analysis of modern trends based on time, the most meaningful analysis
is the plot of residuals against time. It serves as the starting point for
checking the deficiency of model assumption, lack of constant variance,
presence of outliers, and lastly evidence of autocorrelation.
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